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Abstract

Real-world data is not random: The variability of data-sets that arise in computer vision, robotics and related areas is typically highly constrained and is governed by a number of degrees of freedom that is much smaller than the superficial dimensionality of the data.  Unsupervised learning, or "feature learning", is a classic approach to extracting the hidden underlying causes of variability in data, and it makes it possible to understand, manipulate, or process data efficiently and intuitively. In this talk I will describe a variation of unsupervised learning, which allows us to encode how multiple data-sets are related to one another. I will argue that learning about relations can extend the reach of unsupervised learning, because in real-world problems the relationship between observations often carries more information than the observations themselves. I will present various applications in computer vision, where learning to relate images makes it possible to perform stereo vision, understand videos, or perform invariant object recognition.
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